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Networking
is Often Left
Behind

:BICSI FALL

NConference & Exhibition

Data Center Operations

UPS,
PDU/RPP,
Rack PDUs &
CRACS

Provide Business Services

Data Center Domains

Networking

Structured
Cabling,
LAN, SAN & WAN

Blade Systems,
Servers, &
Storage
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Networking Hero Mode

Legacy Tools
Spreadsheets
2D Drawings

Manual Effort
Walk the floor
Trace cables
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Evolution of Data Centers

Data Center
Size + Density

:BICSI FALL

NConference & Exhibition



Evolution of Data Centers

Data Center

Size + Density

e Explosion in demand for data
center hosted service
« Data center consolidations

« Virtualization initiatives
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Evolution of Data Centers

Data Center

Complexity

Router (7206 VXR)

Internet

Gig 0/0

Gig 1/0/10

Server1 Gig 1/0/1 stack member 1

VLAH 3
- Gig 2/0/1

stack member

2 Catalyst 3750
stackwise switches

VLAN 2:10.1.2.1
WLAN 3:10.1.3.1
VLAM 10: 10.1.10.1

Gig 2/49

Catalyst 29481
Sc0:10.1.10.3

Fa 22 _ Fa 2/33
5

Server 3 Host 2
VLAH 3 VLAH 2

802.19q Trunk

Catalyst 2950
VLAN 10: 10.1.10.2

Host 1 Server2
VLAH 2 VLAH 3
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Evolution of Data Centers

Data Center
Complexity

¢ Complex computing
* More dynamic environment

* Do more with less
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Evolution of Data Centers

Ever Increasing
Data Center
Size, Density and
Complexity

Hero Mode Cannot Keep Up!
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Evolution of Data Centers

Ever Increasing
Data Center
Size, Density and
Complexity

Need A New Way Forward
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Second Gen DCIM

2

o

Super-Fast Complete Suite of Zero-Configuration Automation Via Compatibility with
Deployment Time Capabilities Analytics Integration What You Have
R 7] \ |/ o I
\ o \ \ I/ y,

N

= =
Extreme Ease of Use Data-Driven Al and Machine
Scalability Collaboration Learning

:BICSI FALL

NConference & Exhibition




The best data center built is one

. TTkW
that is not.
T0kW
BUDGET glew
8kW
Data Centers are often overprovisioned and excess capacity typically exists. With DCIM
toals, you can find that stranded capacity, use it with confidence, and delay spending T
millions to build your next data center.
GkW
5kW
ACTUAL
w!
IKW
2kW
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Do you know how much power
capacity you have?

s Powsr consumption gauge
Powsr capacity forecast trend

= Trending load by data centsr, room, rack, or customer
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Real-Time Visibility for Better, Faster Decisions

COOLING

\//

Forecast Capacity with Real-Time Resource
Management

Look into the future to plan adds, decommissions, and other changes that
impact your data center capacity:

View available and in-use resources based on a date for justin-time capacity
management, including assets that are planned to be decommissioned

Plan and reserve capacity that will become available |ater, even if that capacity is
currently used for other projects

Use what-if analyses to determine the impact of changes to your data center
before they happen and without impacting your current equipment

Leverage realtime data to forecast remaining “days of capacity” left so you'll
know when you need to purchase more—before you run out of capacity




US Government Data Center Optimization Initiative




Ean Treesnold
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Corollate available resources for:

Visualize Your Capacity

i g

!

t
m
i
I llsccscacnszraazans
| EIP AERY
o1s)
S
8
29
w O 5
v 5. g
& = o 8
T = O o
Q 0 Q 08 5
nwnaooOoon
I

>
-
5
7
O
(a1]

S~
)]
=
=2
L
>
L]
o
Q
Q
=
Q
| .
Q
-
c
@)
Q
[4

[=})
F
=)




cBICSI FALL

N Conference & Exhibition

Location: SITE B/ 542
Dewioe : USNIOANS
Port: RILD

o — = Zi..

Locatson: SITE B/ nos
Bebwork @ USROSAMI-WHET3-01

BEETETEE

e Gy

COITC I L o e e -

Locaton: SITE B / 542
Data Panel : 542-CF1
Ports 40020

4
===| —

,
Location: SITE 8 § Nod Location: SITE B/ NO3

Dats Panel: M02-110-1 Metwork : USROSS4-S1-50R-03
Port: 140020 Port: C4-53-pa7

(&) (5]

Locatien: SITE B/ NG9
Dats Paned: NOS-CPL
Port 143244

—— e
—_—

Location: SITE B/ NOZ Location: SITE 87 NO3

Diata Panel: FO2-110-8 Hetwork : USROSE4-S1-SCR-02

Port: 143244 Port: C4-51-F01




Network Interface Card Connector, Media, Color Code
& Protocol and Data Rate
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Switch Patch Panel
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Increase Utilization of Existing Data Ports

Visualize All Your Network & Data Circuits

From end to end, document and understand every node in your
data circuits to identify single points of failure and decrease
troubleshooting time.

oo

arver with Copper or Fiber Data Connection

i

doe Switching (s.g., Top of Rack/End of Bow)

Cors Routing or Switching Equipment
Patch Pansls
Multiplexing Equipment

o _' F | f / | \ . . 1 " , .
Demarcation Points ’]III'I!ll'II!I'iIII'il!ITlll'il IITI!I']!II'iIII'QIII'iI II..I l“'] !“'i I"'l l"

Carrier Wide Area Metwork

Even KVM and Sarial Console Ports & Connectivity
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View Port-Level Capacity at Every Rack el = I -
Brondgeeiedl powes (W) 4260
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Drill down from the data center health floor map and instantly get a real- : o | pri-lrinag e
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Data Ports Usage Per Connector

4 Selected ~

@ Comeced Free
18170,

12,000

£000]

4000

3000

o £
248 ur ™ 1 »
D& Female 089 Male Fizer Lo Fiber 50 EC-320-C14 qsFP QsFPs BHE =

4 1 ] [ 2

53 650in Micre. =P 5P
Eernale
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Locatone SITE C [/ CAB] Locatien: SITE C [ CABL
Device : BOMNYM:SERVER-01 Rack PDU : CAB1-RPDUL

Port: P51 Port: Outgut 05

Load (Watts): &70 Load {Lisnat [Watts]): 5703840

Brir Load [Limit: 870/ 3840

Locatson: SITE C Location: SITE C
UPS Bank : & Floor PDU @ PDUL

Port: POU Main Breaker

cBICSI FALL

N Conference & Exhibition

Location: SITE C/ CABY Location: STTF C / caBY

Rack PO : CaB1-RPOUN Power Outlet} POULPEL:1
Port: Tnput Cord [T

Load/Limit {Watts): §70/7680 Load /Limit (Wakts): £70/7680
D) (=)

Locatiom: SITE C/ PDUL Location: SITE C / PDUL
PDU Panek : PE1 PDU Panck : PEL
Port: PO Panel Bresker Port: 1

Load Lt (Wakts): &70/7680
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Power Connectivity Points

» Rack iPDU - Inlet, Line and Circuit Breakers

Inlet Readings
PDU Element Voltage (W) Current (&) Active Power (W) Apparent Power (... Power Factor Active Energy (Wh}
Inlet 1 214 1.3 404 456 0ar 4,121,340
Line Readings
PDU Element “Voltage (V) Current (&) Unutilized Capacity (&)
= Inlet 1
L1 214 13 X273
L2 214 b 229
L3 218 1.3 x27
Circuit Breaker Readings
Circuit Breaker Current (&) Unutilized Capacity (A}
Circuit Breaker 1 (C1}) i 19.3
Circuit Breaker 2 (C2) 0.5 19.4
Circuit Breaker 3 (C3) 05 19.1

:BICSI FALL

NConference & Exhibition



Power Connectivity Points

» Rack iPDU — Outlets

Outlets
G‘. Power Control™

| |E| #  Outlet IT Device Active Power .. Apparent Pow_.. Voltage (W)  Current (A} Unutilized Ca...
1 HP DL140.122 HPDL140.122 12 122 120 1.025 1D.ﬂ?5|
2 DRAC 880.120 CRAC 850120 89 93 120 0.776 11.224
3  winxpi22 Win XP122 82 85 120 0.719 11.281
4 Windows XP122 Windows XP. 122 107 112 120 0.926 11.074
O] 5 Linux122 Linux. 122 102 107 120 0.903 11.097
[l 8 Cisco2500.122 Cizco 2500.122 19 30 118 0.281 11.739
7 Vista. 122 Mista 122 a9 a9 118 0.756 11.244
8  Win2K.122 Win2K. 122 72 a2 118 0.7 11.299
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There are & outlets on this device.




Power Connectivity Points

> PDU - Power Panel

1 1,3 [(304; 208y | =a Cabinet 28 - ot Cabinet 267 1 304, 208% | 24 |
. = 1- = = =1 = -
1 57 [z08 208y 0 Fat cabinet 2c - at Cabiret 20/ 304, 208% | &3 |
= | B - =1 w r
1 9,11 T304 208y 0 =t cabinet 28 - &k Cabinet 267 1 s04,208Y || 10,12 [
1 B : u E B : N " Downstream Power Sum
] 13,15 [] 304,208V " Ak Cabinet 2 - Ak Cabinet 2H ™ " 304,208 [ 14,16 [ N late 5 Budget 5 M ed*
117,19 [ 304, 208Y :-.D.t Cabinet 40 E At Cabinet 4E': 304, 208Y [ 18,20 | Phase [] Volts el I
- i - ) (Amps) | (kvA) (W) (Amps) {Amps)

| 21,23 T304, 208y I_.D.tCabineHF i P.I:CahinetBF_l 304,208 [ 22,24 | A 08| 243 23.08 195 125 1108 0.00
| oz5,27 [ a0a, zogy 0 =t Cabinet 8K - at Cabinet aa 1 a0 &, Z0eY [ 26,28 | B 208 | 249| 23.96 1.25| 1.25| 11.93 0.00
. o I - - -1 o L - e
| 29,31 T304 z06Y D =2 Cabinet a8 - at Cabinet ac 1 304, 208Y || 30,32 | -
: - - - =1 - " Totals 498 23.96 243 2.49| 1198 0.00
| a3as [T 304, 208y | =2t Cabinet a0 - ik N i e et d B
. = 1= - =1 50 &, 208 Y =34, 36,36

37 204, 120% 1- . -1 L L
| 39 04 120V 1- E - o w0 w= 40 n
| 41 mzOA, 120V 1- g - At Cabinet AH= ZOA, 120Y = 42 =
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Power Chain Management to Maximize Resources

Nameplate = 500W
Budget = 400W
Actual Load = 300W
Saving = 25%

Py ——
a B -1
i B &

* Monitoring Maximum Load
Under Compute Stress over
Long Period of Time
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Actual and Planned Power vs. Capacity per Cabinet

Location 1 Selected v Cabinets 32 Selected v

@ Actual Planned @ Capacity
29993

25000

20000

15000

Watis

10000

5000

1A 1B c 1D 1E 1F 16 H SA 5B 5C 5D 5E 5F 56 SH SJ 5K 5L SM-TEST  6A 6B 6C 60 6E 6F 6G &H
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6.J 6K 6L 6M-CABINET
Cabinets
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Stranded Power per Model Instance (Average of Instances)

Make 1 Selected v Model 7 Selected wv  Group by Models wv  Period Past Month v Statistic Average w  Granularity Daily v Summary Average ~
@ Budger=d Actual @ Stranded
286
247
227
200
124 123
w
E 100
=
g
a
48
7 16
1 -107
5 I
-107 X X
Dell PowerEdge R730xd (2) Dell PowerEdge R730 (8) Dell PowerEdge R710 (47) Dell PowerEdge R715 (3) Dell PowerEdge R740 (10) Dell PowerEdge R720 (10)

Make and Maodel {Instances)
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Stranded Power per Sub-location

Sub-location Cabinet v
O Budgeted Actual @ Stranded

9,208
£000
7,000
6,000
5000
4000 .
3,000

2,000 :

Watis

1,000 | | | d | § ! | "
48
-1,000
-2,000
-3,000
-4,000]

-5,000

-6,000
-6,296.

7L 7M 2B 5C 2D 4H 4G 3H 3C 3F 3A 2E 1B 3G 4F 1A 2H 2C 1G 2A AG BG 2G 4C 2F 1C 3E 3D BK 3B 4D AD AH AE AF BD BE BF BH 4A 5B 1E 5E 7D 4B 1D 7A 7B 4E 1F 1H 5L 5D Bl Al 5A SF 5G 5H 5J 6A 6J 6L 7C 7G 8A 8L 8M AA AJ BA BJ 5K 6H 6B 6D 6E 6K 6F 6G 6C
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Drive energy efficient Don't overcharge or get Recover lost allocated
behavior overcharged charges

Charge Back to Drive Efficient Use of Capacity
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Power Usage Effectiveness

ReaHime PUE is now at your
fingertips. It's automatic

Automatically collsct data from Building fesds, IT loads, and non-T loads
Automatically calculate and trend PUE in all data canters across the world

Immediately sss the impact of ensrgy sfficisncy intiatives

Compare your PUE Year over Year and with industry psers




Benefits

» Reduce and/or Defer Capital Expenses
— Maximize utilization of existing resources through better capacity
planning
— Increase utilization of power systems by better balancing of 3-
phase power

— |ldentify unused structured cabling to defer need to install new
cable runs
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Thank Yeu
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